
1

DeepOPF: A Feasibility-Optimized Deep Neural Network
Approach for AC Optimal Power Flow Problems
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Abstract—To cope with increasing uncertainty from renew-
able generation and flexible load, grid operators need to solve
alternative current optimal power flow (AC-OPF) problems more
frequently for efficient and reliable operation. In this paper,
we develop a Deep Neural Network (DNN) approach, called
DeepOPF, for solving AC-OPF problems in a fraction of the
time used by conventional iterative solvers. A key difficulty
for applying machine learning techniques for solving AC-OPF
problems lies in ensuring that the obtained solutions respect
the equality and inequality physical and operational constraints.
Generalized a prediction-and-reconstruction procedure in our
previous studies, DeepOPF first trains a DNN model to predict a
set of independent operating variables and then directly compute
the remaining ones by solving the power flow equations. Such
an approach not only preserves the power-flow balance equality
constraints but also reduces the number of variables to be
predicted by the DNN, cutting down the number of neurons
and training data needed. DeepOPF then employs a penalty
approach with a zero-order gradient estimation technique in the
training process towards guaranteeing the inequality constraints.
We also drive a condition for tuning the DNN size according to
the desired approximation accuracy, which measures its gener-
alization capability. It provides theoretical justification for using
DNN to solve AC-OPF problems. Simulation results for IEEE
30/118/300-bus and a synthetic 2000-bus test cases demonstrate
the effectiveness of the penalty approach. They also show that
DeepOPF speeds up the computing time by up to two orders of
magnitude as compared to a state-of-the-art iterative solver, at
the expense of <0.2% cost difference.

Index Terms—Deep learning, Deep neural network, AC optimal
power flow.

NOMENCLATURE

Variable Definition
N Set of buses, N , card(N ).
G Set of P-V buses.
D Set of P-Q buses.
E Set of branches.
PGi Active power generation at bus i.
Pmin
Gi Minimum active power generation at bus i.
Pmax
Gi Maximum active power generation at bus i.
PDi Active power load at bus i.
QGi Reactive power generation at bus i.
Qmin

Gi Minimum reactive power generation at bus i.
Qmax

Gi Maximum reactive power generation at bus i.
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QDi Reactive power load at bus i.
Vi Complex voltage at bus i (includes the magnitude |Vi|

and the phase angle θi, i.e., Vi = |Vi|∠θi).
V min
i Minimum voltage magnitude at bus i.
V max
i Maximum voltage magnitude at bus i.
yij Complex admittance of the branch (i, j) ∈ E .
Smax
ij Transmission limit of the branch (i, j) ∈ E .

We use card(·) to denote the size of a set. For P-Q buses, the
corresponding generator output and the operating bound are set to
0. Without loss of generality, we set bus 0 as the slack bus.

I. INTRODUCTION

Optimal power flow (OPF) problem, first posed by Car-
pentier in 1962 [1], is central to power system operation
and concerns more than ten billion dollars each year in the
U.S. alone [2]. It optimizes particular system objectives, e.g.,
generation cost, subject to power-flow balance and operational
constraints regarding the generation, voltage, and branch flow.

Conventionally, OPF problems are mainly concerned at
the transmission grid level, and the distribution grids are
modeled as passive load buses with aggregated demand from
different users. The recent endeavors of grid modernization
and accommodating high penetration of distributed energy
resources (DERs), such as solar photovoltaic and wind gener-
ating units, convert the buses in the distribution grids into more
active ones. While they provide enormous control flexibility
to reduce the cost of grid operation, the intermittent and un-
certain nature of DERs introduces significant fluctuations and
randomness in power injections. To cope with the fluctuation
and uncertainty, the grid operators usually solve stochastic
OPF problems frequently to efficiently and reliably maintain
the power supply and demand balance. Specifically, system
operators often generate a large number of scenarios based on
different load prediction (e.g., more than 1000) and solve the
corresponding standard OPF problems (one for each scenario)
in order to obtain a stochastically optimized solution [3].

However, conventional iteration-based solvers may not be
able to solve OPF problems fast enough for the purpose [4].
For example, suppose a single large-scale AC-OPF problem
can be solved quickly (e.g., state-of-the-art solvers can return
the solution in one second for power network with hundreds
of buses [5]), solving 1000 AC-OPF problems needs more
than 10 minutes, which can be too slow for adjusting system
operating points in response to the changes of renewable power
injection [6]. It is thus crucial to develop efficient OPF solvers
for cost-effective and reliable modern power system operation.

Recently, learning-based approaches for solving OPF prob-
lems have received substantial attention. The works in [7]–[9]
develop the first DNN schemes to directly generate feasible

This article has been accepted for publication in IEEE Systems Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSYST.2022.3201041

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



2

and close-to-optimal solutions for (security-constrained) DC-
OPF problems in a fraction of the time used by iterative
solvers. The idea is to leverage the universal approxima-
tion [10] capability of DNNs to learn the mapping between
load input and OPF solutions. Then one can pass the loads
through the trained DNN to instantly obtain a quality solution.
The works suggest the potential of using deep learning in solv-
ing OPF problems and attract a variety of further studies [11]–
[16], some beyond the OPF problem [17]. Learning-based
approaches have also been developed to facilitate the solving
process for OPF problems, by, e.g., determining active/inactive
constraints to reduce the problem size [4], [18]–[22] or speed-
ing up the iterations in conventional solvers [23]–[28]. We
present detailed discussions of related works in Sec. II.

In this paper, we generalize the 2-stage approach in [7],
[8] to develop a DNN scheme for solving AC-OPF problems
directly.1 As compared to using DNN to solve DC-OPF
problems [7], [8], developing DNN schemes for AC-OPF
problems face the following unique challenges.
• It is non-trivial to ensure the feasibility of the generated

solution, i.e., ensuring the DNN solution satisfies the non-
convex power-flow balance equations and the operation
limits simultaneously.

• It is challenging to guide the DNN design (i.e., setting
the number of hidden layers and the number of neurons
per layer) to achieve the desired performance.

In this paper, we carry out a comprehensive study on the above
challenges and make the following contributions.

B After briefly reviewing AC-OPF problem in Sec. III,
we develop a DNN approach for solving AC-OPF problem
directly by generalizing the 2-stage Predict-and-Reconstruct
(PR2) framework in [7], [8] to AC-OPF setting in Sec. IV-C.
To guarantee the power-flow balances, we first train a DNN
model to predict a set of independent operating variables and
reconstruct the remaining ones by solving the AC power flow
equations. We then employ a penalty approach in training the
DNN so that the reconstructed solutions (generation, voltages,
and branch flows) respect the corresponding operation limits.
Due to the non-linearity of the AC power flow equations, it is
difficult to compute the penalty gradient. We further apply a
zero-order optimization technique in the training algorithm to
compute the penalty gradients efficiently.

B We characterize the load-to-solution mapping and study
how well could a DNN learn such a mapping in Sec. V. We
first show that the load-to-solution mapping is continuous and
differentiable almost everywhere when the optimal solution is
unique, adding a new understanding to the AC-OPF literature.
Consequently, by the universal approximation capability [10],
DNN can approximate the load-to-solution mapping arbitrarily
well as the number of neurons increases. We further derive a
condition for tuning the size of the DNN according to the
desired approximation accuracy. To our best knowledge, these
results provide the first theoretical justification of using DNN
to solve AC-OPF problem.

1We note that there are also two independent works [13] and [14] applying
the 2-stage approach in [7] to solve AC-OPF problems. We discuss the
difference and similarity in Sec. II and compare the performance in Sec. VI.

B We carry out simulations on IEEE 30/118/300-bus and
a synthetic 2000-bus test cases and summarize the results in
Sec. VI. DeepOPF speeds up the computing time by up to two
orders of magnitude with <0.2% cost difference as compared
to Pypower [33]. The comparison results with recent learning-
based schemes show the effectiveness of the penalty approach
in improving DNN solutions’ feasibility. We also observe that
the DNN model trained with the estimated gradient from zero-
order techniques achieves a similar or better feasibility rate
than that trained with exact gradient by exploiting the implicit
function theorem (see, e.g. [17]), which can be of independent
interest. Due to the space limitation, all proofs are in the
technical report [34].

II. RELATED WORK

Leveraging learning techniques to solve the OPF problem is
becoming an active area of research. As seen in Table I, exist-
ing supervised-learning based works can be grouped into two
orthogonal categories: the hybrid approach [4], [18]–[28] and
the stand-alone approach [7]–[9], [11]–[16], [29]–[32]. The
hybrid approach applies the learning technique to accelerate
the solving process of conventional methods. Some works for
DC-OPF focus on learning the active/inactive constraints that
can maintain the optimality and achieve speedup by reducing
the problem size [4], [18]–[22]. Others predict warm-start
points or gradient for iteration to accelerate the solving process
by providing initial points close to the optimal or replacing
the computationally expensive gradient computation with a
fast neural-network predictor [23]–[28]. The hybrid approach’s
limitations lie in the limited speedup performance due to
the inevitable iteration process. For example, the speedup
performance reported in [24]–[26] for the hybrid approach
predicting warm-start points is up to 4× for a 2000-bus test
case while the stand-alone scheme reported in this paper
achieves up to 123× speedup for the same 2000-bus test case.

The stand-alone approach directly generates solutions to the
OPF problem. Some works [12], [15], [16], [29]–[32] use NN
to predict all the variables and model the constraint violation
into the loss function. Yet the obtained solutions suffer from
the in-feasibility issue as the equality constraints may not be
satisfied due to prediction errors. Meanwhile, [7]–[9] propose
a PR2 framework for solving the (security-constrained) DC-
OPF problem, which predicts a subset of the variables and
reconstructs the remaining ones by leveraging the equality con-
straints. They also integrates the penalty term into the training
process to pursue the inequality constraints satisfaction. The
authors in [14] apply the PR2 framework to design a DNN
to generate solutions to AC-OPF problems, but it does not
consider the line limit constraints and the generated solutions
may not be feasible. [32] also designs a framework similar
to the PR2 one to solve AC-OPF problem, but it does not
consider the inequality constraints’ violation and may result
in in-feasible solutions.

Besides the supervised-learning approach, there is an emerg-
ing line of research [17], [35], [36] on developing an un-
supervised/reinforcement learning framework for solving the
OPF problem. For example, [17] trains a DNN to minimize
the generation cost and the penalty regarding constraints
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TABLE I: Summary of existing studies on machine learning for solving OPF problems.

Category Approach Existing Study
Problem Metrics in Consideration

DC-OPF AC-OPF Feasibility Optimality Speedup

Hybrid

Determining active constraints
[18] X % X X

[4], [19], [20] X X X X

Determining inactive constraints
[21] X % X X
[22] X % X X

Predicting warm-start point
[23] X X X X

[24]–[26], [28] X X X X
Predicting gradient in iterative algorithms [27] X % X X

Stand-alone
Learning the load-solution mapping and

generating solutions directly from load inputs

[7]–[9], [11], [29] X X X X
[12]–[16], [30]–[32] X % X X

This work X X X X

violations, which exploit the implicit function theorem to
compute the penalty gradient for tuning the DNN’s parameters.
Although both works do not need to prepare the ground truth,
which can be computational expensive, they have some certain
limitations. [17] does not consider the line limit constraints,
and [35], [37] may lead to load dissatisfaction.

In this paper, we generalize the PR2 framework in our
previous work [7]–[9] and integrate the penalty approach for
solving AC-OPF problems directly. The penalty approach has
been used in [7]–[9], [15], [17], [29], [30], [32]. A key
challenge of applying the penalty approach to the AC-OPF
setting lies in that there does not exist an explicit expression
between the predicted variables and the reconstructed variables
due to the non-linear AC power flow equations for gradient-
based training method. This makes it difficult to compute the
penalty gradient. One contribution of this paper is to address
the challenge of obtaining the penalty gradients efficiently by a
zero-order technique during training, to improve the feasibility
performance. We also evaluate the performance of DeepOPF
on medium-/large-scale cases with up to 2000 buses.

III. AC-OPF PROBLEM

We study the standard AC-OPF problem with the bus
injection model2 as follows:

min
∑N

i=1
Ci (PGi) (1)

s.t.
∑

(i,j)∈E

Re
{
Vi
(
V ∗i − V ∗j

)
y∗ij
}
= PGi − PDi, (2)

∑
(i,j)∈E

Im
{
Vi
(
V ∗i − V ∗j

)
y∗ij
}
= QGi −QDi, (3)

Pmin
Gi ≤ PGi ≤ Pmax

Gi , i ∈ N , (4)
Qmin
Gi ≤ QGi ≤ Qmax

Gi , i ∈ N , (5)
V min
i ≤ |Vi| ≤ V max

i , i ∈ N , (6)
|Vi
(
V ∗i − V ∗j

)
y∗ij | ≤ Smax

ij , (i, j) ∈ E , (7)
var. PGi, QGi, Vi, i ∈ N ,

where Re{z}, Im{z}, and z∗ denote the real part, imaginary
part, and the conjugate of z, respectively. The typical objective
is to minimize the total cost of active power generations,

2There are two equivalent models in the OPF problem, namely the bus
injection model and the branch flow model [38]. The DeepOPF approach
applies to both models. We focus on the bus injection model in this paper.

where Ci(·) is the individual generation cost function and
is commonly quadratic. The constraints are the power-flow
balance equations in (2) and (3), the active and reactive
generation limits in (4) and (5), the voltage magnitude limit in
(6), and the branch flows limits in (7). We note that (PDi , QDi)
is the net load of bus i, which is the difference between the
actual electricity demand and the DERs power generation, e.g.,
solar or wind generation, at the bus.

As discussed in Sec I, grid operators may need to solve
stochastic AC-OPF problems in practice, which requires one to
solve a large number of standard AC-OPF problems efficiently.
However, the AC-OPF problem is NP-hard [39] and non-
convex. Consequently, no solvers can solve general AC-OPF
problems exactly in polynomial time unless P = NP.3 This
observation motivates the studies of reducing the time for
solving AC-OPF problems.

Recently, there has been active research in employing DNN
to solve OPF problems directly, in a fraction of the time used
by iterative solvers; see detailed discussions in Sec. II. The
idea is to leverage the approximation capability of DNNs [10]
to learn the load-solution mapping of the OPF problem. Then
one can feed the load to the DNN to obtain a solution instantly.
In this paper, we generalize the 2-stage approach in [7], [8]
to develop a DNN scheme to learn the load-solution mapping
for solving AC-OPF problems directly with optimized solution
feasibility.4

IV. A FEASIBILITY-OPTIMIZED DEEP NEURAL NETWORK
APPROACH FOR AC-OPF

A. Overview of DeepOPF
Fig. 1 presents the predict-and-reconstruct (PR2) framework

of DeepOPF. The idea is to train a DNN model to predict a
set of independent operating variables and then directly com-
pute the remaining dependent variables by solving AC power-
flow equations. The proposed DeepOPF guarantees that the

3Note that AC-OPF problems under specific settings may still be
polynomial-time solvable. For example, some existing works, e.g., [40],
characterize sufficient conditions under which AC-OPF problems can be
solved exactly in polynomial time by convexification.

4We note that the non-convex AC-OPF problem may admit multiple optimal
solutions, thus multiple load-solution mappings. Meanwhile, it is empirically
observed that (i) there is a unique solution that satisfies the operational
constraints given a “reasonable” load region [6] and (ii) current state-of-
the-art solvers can obtain close-to-optimal OPF solutions. Based on these
observations, we assume the load-solution mapping generated by the state-of-
the-art solver (Pypower in our case) is unique and regarded as the mapping
to be learned by the DNN scheme.
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Fig. 1: The predict-and-reconstruct framework for designing DNN
solvers for AC-OPF problems. 5The DNN is trained to predict a
selected set of independent variables, as listed in Table II. The
remaining dependent variables are reconstructed via solving the non-
linear AC power-flow equations.

power-flow equality constraints are satisfied and reduces the
dimension of mapping to learn, subsequently cutting down the
size of the DNN and the amount of training data needed.

While the power flows are balanced by following the PR2
framework, the fundamental difficulty lies in ensuring that
the obtained solutions satisfy generations’ operation limits,
voltages, and branch flows constraints. Most recent studies in
this area for AC-OPF did not consider this hurdle for ensuring
feasibility, as discussed in Table I. In general, there exist two
methods to tackle this issue. One is to extend the preventive
learning framework for DC-OPF [9], where we strengthen the
operating constraints used in training, therefore anticipating
the resulting predicted solutions remain feasible to the DC-
OPF problem with default constraints even with approximation
errors. However, it is non-trivial to determine how much we
should calibrate the operating constraints for AC-OPF problem
without reducing the load input region. The other is to integrate
our PR2 framework with the penalty approach [8] by adding
the constraints-related term in the loss function during the
training process. The penalty approach excels in that it does
not need to reduce the supportable load region. However, as
we will see in Sec. IV-F, it requires us to run a gradient-like
algorithm without access to the gradient information directly.
The proposed DeepOPF leverages zero-order optimization
techniques to address the issue.

B. Data Preparation

To train and test the DNN model, we sample the training
and test load data, i.e., PDi and QDi , i ∈ N within a given
range of the default value, uniformly at random, which helps
avoid the over-fitting issue. The sampling data is then fed into
the traditional AC-OPF solver to obtain reference solutions.
Following the common practice, we normalize each dimension
of training data with the standard variance and mean of the
corresponding dimension before training.

C. Prediction and Reconstruction

We summarize the set of independent variables (to predict)
and the remaining dependent variables (to reconstruct) for
each type of bus in Table II. As seen, DNN predicts the
voltage phase angle and voltage magnitude on the slack bus,
θ0 and |V0|, and the set of the active power generation and the
voltage magnitude for the P-V buses, i.e., PGi and |Vi|, i ∈ G.

5The framework is generalized from the one for DC-OPF problems pro-
posed in [7], [8], by replacing the DC-PF equations with AC power flow
equations. It is also used in two independent works [14] and [13].

TABLE II: The selected independent and dependent variables.

Type of bus Slack P-Q P-V
Set of independent

variables
θ0,|V0|

PDi,QDi,
i ∈ D

PGi,|Vi|,
i ∈ G

Set of dependent
variables

PG0, QG0
θi, |Vi|,
i ∈ D

θi, QGi,
i ∈ G

Every variable in Table II to be predicted by the DNN,
denoted by xpred, is related to a operating constraints, i.e.,
xmin ≤ xpred ≤ xmax. Similar to [7], [8], [14], we associate
with it a one-to-one corresponding scaling factor by

xpred = spred ·
(
xmax − xmin

)
+ xmin, (8)

where spred is the scaling factor. The DNN will predict
spred and compute xpred by (8). In our design, the Sigmoid
function [41] is applied as the activation function of the output
layer to ensure the predicted scaling factor to within (0, 1).

We reconstruct the remaining dependent variables listed in
Table II by solving the nonlinear AC power-flow equations
by the widely-used Newton’s method [42], with the predicted
independent variables as inputs. It is well understood that there
exist multiple solutions to the AC power flow equations. New-
ton’s method or similar iterative algorithms generate different
solutions to AC power flow equations using different initial
points [42]. Meanwhile, the convergence of Newton’s method
also depends on the chosen initial points. In our design, we
set Newton’s method’s initial points as the average values of
the dependent variables in the historical/training data. In our
simulations in Sec. VI, we observed that Newton’s method
with such initialization always converges.

D. DNN Model

In DeepOPF, we design the DNN model based on the
multi-layer feed-forward neural network structure:

s0 = [PD,QD], (9)
si = σ (Wisi−1 + bi) ,∀ i = 1, ..., L, (10)

spred = σ′ (WL+1sL + bL+1) , (11)

where PD = [PDi
, i ∈ N ] and QD = [QDi

, i ∈ N ] are the
active and reactive load vector, consisting DNN’s input s0.
si is the output vector of the i-th hidden layer, depending
on matrices Wi, biases vectors bi and the (i − 1)-th layer’s
output si−1. Wi and bi are subject to the DNN design. L is the
number of hidden layer. σ(·) and σ′(·) are ReLU activation
function used in the hidden layers and the Sigmoid action
function used in output layer, respectively. In our simulation,
we use a DNN with two hidden layers; thus L = 2. The DNN
predicts voltage magnitude on the slack bus, the active power
generation, and the voltage magnitude on the P-V buses. Thus,
the output dimension of DNN model is 2 · card(G) + 1.

E. Penalty Approach based Training Scheme

After constructing the DNN model, we design a loss func-
tion to guide the training. For each instance in the training
data set, the loss function consists of two parts. The first part
is the prediction error, which is computed with the squared `2
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norm between the generated scaling factors vector spred and
the reference vector sref :

Lpred =
1

2 · card(G) + 1
‖spred − sref‖22. (12)

The second part is a penalty term to capture the violation of the
inequality constraints in AC-OPF formulation, including the
generation limits, the voltage magnitude constraints, and the
branch flow limits.6 For the reconstructed variable in Table II,
say xrec, the corresponding penalty is defined by:

p (xrec) = max (xrec − xmax
rec , 0) + max

(
xmin
rec − xrec, 0

)
,

(13)
which gives a positive penalty if xrec is outside the feasible
region

[
xmin
rec , x

max
rec

]
and zero otherwise. The overall penalty

in the loss function is the average penalty of the reconstructed
variables as follows:

Lpen =
1

card(E)
∑

(i,j)∈E

p (Srec,ij) +
1

card(D)
∑
i∈D

p (|Vrec,i|)

+
1

card(G)
∑
i∈G

p (Qrec,Gi) + p (Prec,G0) + p (Qrec,G0) ,

(14)

where p (Srec,ij), p (|Vrec,i|), p (Qrec,Gi), p (Prec,G0) and
p (Qrec,G0) represent the violation for each reconstructed
branch flow, the violation for each reconstructed voltage
magnitude at P-Q buses, the violation for each reconstructed
reactive power generation at P-V buses, and the violation for
the reconstructed active/inactive power generation at the slack
bus, respectively. The overall loss function is given as:

L = w1 · Lpred + w2 · Lpen, (15)

where w1 and w2 are positive weighting factors used to
balance the prediction error and the penalty during the training.
The training processing is to minimize the average loss of the
training data by adjusting the DNN’s parameters Wi and bi:

min
Wi,bi,i=1,...,L

1

card (T )
∑
k∈T

Lk, (16)

where T is the training data-set, and Lk is the loss of the
training data with index k.

F. Zero-order Optimization Technique for Penalty Approach

It is common to apply the first-order gradient-based
schemes, e.g., the stochastic gradient descent (SGD) algo-
rithm, to solve (16) in training. This requires the gradients
information i.e., ∇Lpred and ∇Lpen, with respect to Wi and
bi. We can first compute ∇Lpred and ∇Lpen w.r.t DNN’s
output (spred), and apply chain rule to get the gradients w.r.t
Wi and bi. As Lpred only depends on spred, we directly
compute the corresponding ∇Lpred (spred) according to (12).
However, it is hard to compute ∇Lpen (spred) as there does
not exist an explicit expression between the predicted variables
and the reconstructed variables, making it difficult to compute
the penalty gradient w.r.t. the DNN’s output directly. It is the

6We note that by using the Predict-and-Reconstruct framework, DeepOPF
guarantees the power-flow balance equality constraints always satisfied.

key challenge in applying the penalty approach in training
DNN for solving AC-OPF problems.

We address the challenge as follows. We estimate the
gradients ∇Lpen w.r.t DNN’s output by a two-point zero-order
optimization technique [43], [44] as:
∇̂Lpen (spred) =

d · v
2δ

[Lpen (spred + vδ)− Lpen (spred − vδ)], (17)

where d is the output dimension of the DNN model, δ > 0 is
a smooth parameter, and v is a vector sampled uniformly at
random on the unit ball. The following proposition shows the
effectiveness of the zero-order method for gradient estimation.

Proposition 1. Assumed Lpen: Rd 7→ R is differentiable, the
gradient estimator in (17) is unbiased, i.e.,

lim
δ→0

Eu

(
∇̂Lpen (spred)

)
= ∇Lpen (spred) .

We discuss the advantage of the two-point zero-order opti-
mization technique in the following. First, it is more efficient
than the standard gradient estimation method. The method
would solve the AC power flow equations many times by
uniform sampling on the unit ball so as to compute gradient
numerically. It is computationally expensive. In contrast, the
two-point gradient estimator only requires solving the AC
power flow equations twice regardless of the input space di-
mensions, which substantially reduces the computation burden.
Second, the two-point scheme is more efficient than other zero-
order optimization techniques, e.g., one-point or multi-point
methods [44], in that the two-point scheme usually achieves a
better trade-off between computation efficiency and estimation
variance in practice. Further, it is straightforward to implement
the gradient estimator in (17).

After obtaining ∇̂Lpen (spred), we compute the gradient
for the entire loss w.r.t. the output of DNN as ∇̂L (spred) =
w1∇Lpred (spred)+w2∇̂Lpen (spred). We then use the back-
propagation algorithm [41] to compute the loss gradient with
respect to Wi and bi for the ith layer in the DNN model. The
outline of the process is summarized in Algorithm 1.

We note that the proposed algorithm is essentially a variant
of SGD algorithms. Research [45] suggests the following
general conditions for the convergence of SGD algorithms:
(i) The gradient estimation is an unbiased approximation
of the exact gradient; (ii) The variance of estimation error
is upper-bounded by a constant; (iii) The exact gradient is
Lipchitz-continuous w.r.t the input. In our setting, condition
(i) holds according to Proposition 1. However, it is difficult
to check whether conditions (ii) and (iii) hold without the
explicit expression of the penalty gradient, which we leave
as a future direction.7 Instead, we develop a DNN training

7Although one can still compute the penalty gradient by applying the
implicit function theorem (see, e.g., [17]), in the absence of an explicit
expression of the penalty function to the predicted variables, the computation
involved in checking the two conditions are non-trivial. In particular, the
computation involves the inversion operation for the Jacobian matrix of the
reconstructed variables w.r.t. the predicted variables, which is not a constant
matrix. To check conditions (ii) and (iii), we need to obtain the upper bound of
the norm of the exact gradient. This in turn needs us to bound the maximum
singular value of the inverse Jacobian matrix, which is non-trivial as we need
to solve a non-convex optimization to obtain the bound.
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Algorithm 1: Proposed training algorithm

Input: DNN with initial parameter W 0
i , b0i for layer i,

learning rate η, training epochs T , data-set T
Output: Trained DNN with parameters WT

i and bTi
1 t = 0
2 for t < T do
3 Shuffle the training data set T ;
4 for each batch B ⊂ T do
5 Compute the loss gradient via zero-order

technique w.r.t DNN’s output:

∇L̂t = 1

card (B)
∑
j∈B
∇L̂j (spred,j)

6 Update Wi and bi by back-propagation:

W t+1
i = W t

i − η · ∇L̂t
(
W t
i

)
bt+1
i = bti − η · ∇L̂t

(
bti
)

7 t = t+ 1

algorithm using the two-point gradient estimation technique
and empirically observe that the algorithm converges in our
setting. We also compare and discuss the performance of the
DNN models that are trained with zero-order optimization
technique and that based on implicit function theorem (see,
e.g. [17]) in Sec. VI-D.

G. Feasibility Test and Recovery

As discussed in Sec IV-C, DeepOPF predicts a set of
independent variables in the AC-OPF solution and reconstructs
the remaining ones by solving AC power flow equations. As
such, the AC power flow equality constraints are guaranteed
to be satisfied. Meanwhile, due to the inherent DNN approx-
imation error, the obtained AC-OPF solution may not satisfy
the inequality constraints, i.e., generations/voltages/branch-
flow limits, even with the penalty approach in place.

Thus, after obtaining the solution, we first verify its feasi-
bility by checking if it violates any inequality constraints. We
output the solution if it passes the feasibility test. Otherwise,
we run a conventional solver with the solution as a warm-start
point to recover a feasible solution. If no feasible solution can
be recovered, the particular load input is not supportable.

We note that the feasibility-recovery step is usually faster
than solving AC-OPF problems directly, especially when the
warm-start point is close to the optimal [24]–[26]. Simulation
results in Sec. VI show the obtained solutions from DeepOPF
with the penalty approach are feasible for most of the time
(> 99%) and do not need to go through feasibility recovery.
The overall speedup performance is decent, with feasibility-
recovery in place.

V. ANALYSIS OF DEEPOPF
In this section, we show that the AC-OPF load-to-solution

mapping is continuous when the optimal solution is unique,
adding new understanding to the AC-OPF problem. We then
show that DNN can approximate such a mapping arbitrarily
well as the number of neurons increases.

A. Understanding the AC-OPF Load-Solution Mapping

Let f∗(·) denote the mapping from the load, denoted by
D := (PDi, QDi, i ∈ N ), to the optimal solution of the AC-
OPF problem, denoted by X∗ := (P ∗Gi, Q

∗
Gi, |V ∗i |, θ∗i , i ∈ N ).

Noted that the AC-OPF problem may have multiple optimal
solutions for a given load input and in general f∗(·) may be
a set of mappings and X∗ may be a set of optimal solutions.
Here we abuse the notation a bit to ease the following
discussions. Before proceeding, we recall the definition of set
of Lebesgue measure zero.

Definition 2. A set S ⊂ Rn has Lebesgue measure zero if
for every ε > 0, S can be covered by a countable family of
n-cubes, the sum of whose measures is less than ε.

Taking 2-dimensional space as example, a set in the space has
Lebesgue measure zero means its area is 0; thus a randomly-
selected load input lies in the set with zero probability. The
following theorem gives a useful observation on the smooth-
ness of f∗(·) when the optimal solution is unique.

Theorem 3. Assumed the load domain is compact and X∗

is unique for any given D in the load domain, f∗(·) is
a continuous mapping. Further, the Hessian of f∗(·) exists
everywhere over the load domain except for a set of Lebesgue
measure zero.

We noted the unique optimal solution to AC-OPF problem
is an empirical observation for networks, e.g., a distribution
network with a tree topology, and there exist sufficient con-
ditions to guarantee the uniqueness of the optimal solution
(see, e.g., [40]). Theorem 3 says that, when the optimal
solution is unique, the load-to-solution mapping f∗(·) is
continuous everywhere and differentiable almost everywhere,
e.g., it cannot be step or Dirichlet functions/mappings, adding
new understanding to the AC-OPF load-to-solution mapping in
the literature. This observation justifies the endeavors of lever-
aging DNN to learn the continuous load-to-solution mapping
for a given power network. Specifically, there always exists
a DNN-learned mapping f (·) whose approximation error to
the continuous mapping f∗ (·) can be arbitrarily small, as the
number of neurons increases [46].

B. DNN Approximation Error of Load-to-Solution Mapping

We further establish results for DNN approximation error
to the load-to-solution mapping. Without loss of generality,
we focus on the one-dimension output case in the follows
discussion, i.e., f∗(·) is a scalar.8 Suppose the input domain
of load as the multi-dimensional unit hyper-cube, i.e., D ∈
[0,1]2*card(N ). We derive the following result by extending the
analysis in [47] to the AC-OPF setting.

Theorem 4. Let D follow any continuous density function pD
over [0,1]2·card(N ) that is lower-bounded by a positive constant.
Let Km,L be the class of all f(·) generated by a DNN with L
hidden layers and at most m neurons per layer, and adopting

8To extend the results for mapping with one-dimensional output to the
mapping with multi-dimensional outputs, one can apply the results for one-
dimensional output multiple times and combine them to get the desired result.
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TABLE III: Parameters settings.

#Bus #P-V Bus #P-Q bus #Branch
#Hidden

layers
#Neurons
per layer

30 5 24 41 2 64/32
118 53 63 231 2 256/128
300 68 231 411 2 512/256
2000 177 1822 3693 2 2048/1024

ReLU as the activation function. Let f∗(·) be the unique load-
solution mapping of an AC-OPF problem. If the absolute value
of its Hessian’s eigenvalues is lower bounded by a positive
constant in a connected subset of the input domain whose
measure is lower bounded by a positive constant, we have:

min
f∈Km,L

E
DvuD

[
(f∗ (D)− f (D))

2
]
≥ c

(2m)
4L
, (18)

where the constant c depends on the minimum of the density
function and the minimum absolute value of the Hessian’s
eigenvalues.

Note that for AC-OPF problems, the Hessians of f∗ (·) are
usually not zero. 9 Thus it is not difficult for the “bounded
over a subset” assumption on Hessian’s eigenvalues to hold
in practice, which essentially requires f∗(·) to have some
“curvature” for the nonlinear AC-OPF problem. Theorem 4
implies an order-wise lower bound when applying DNN
to approximate a load-to-solution mapping of any AC-OPF
problem. The bound decreases exponentially in L but poly-
nomially in m. This highlights the benefits of using “deep”
architecture in approximating the load-to-solution mapping
of AC-OPF problems, similar to the observation for general
functions in [47], [48]. For mapping over general input domain
with different ranges for individual loads, one can first scale
up/down the loads to adjust their ranges to [0, 1] and then apply
the lower bound result in the above theorem. The order-wise
lower bound of approximation error in (18) can be applied
to uniform distribution (same as that in [47]) and truncated
normal distribution. For example, the constant involved in
the right-hand-side of (18) is one for the case of uniform
distribution. These results provide theoretical justification of
using DNN to solve AC-OPF problem.

VI. NUMERICAL EXPERIMENTS

A. Experiment Setup

We evaluate the performance of DeepOPF over the IEEE
30-/118-/300-bus [49] test cases and a synthetic 2000-bus
mesh power network [50] in the Power Grid Lib [51]. Table III
shows the related parameters for the test cases. As the Power
Grid Lib only supports linear cost function for the IEEE
30-/118-/300-bus cases, we modify the cost parameters by
applying the quadratic function parameters of the test cases
from MATPOWER [52] (ver. 7.0) while all other parameters
remain unchanged.

We generate two datasets used for each test case in the
simulation. The first dataset corresponds to the scenario where

9The Hessians can be zeros almost everywhere for the piece-wise DC-OPF
load-to-solution mapping [8].

each load changes independently. In particular, the load data
is sampled within [90%, 110%] of the default load uniformly
at random. Note that, theoretically, the DNN approach can be
applied to learn the load-to-solution mapping of any load sam-
pling range. The second dataset corresponds to the scenario in
which loads at buses are correlated (e.g., the peak loads at most
buses appear simultaneously). Specifically, similar to [6], we
generate the load data at each bus by multiplying the default
value by an interpolated demand curve based on Californias
daily net load from Dec. 1st to Dec. 8th, 2021, with a time
granularity of 30 seconds. The generated real-time load data
contains various correlated load demand variation up to 40%.
We then use the AC-OPF solutions obtained by Pypower [33]
as ground-truth. Finally, we generate uniformly-sampled and
real-world datasets with 12,500 samples and use an 80%/20%
split for training/test for each case.10

We design the DNN model based on the Pytorch platform
and integrate the zero-order optimization technique with the
widely-used Adam [53] algorithm for training. The training
epoch and the batch size for all test cases are 200 and 32,
respectively. We set the weighting factors in the loss function
in (15) to be w1 = 1, w2 = 0.1 based on empirical experience.
Table III also shows other related parameters of the DNN
model, e.g., the number of hidden layers and the number of
neurons in each layer.11

We conduct simulations in CentOS 7.6 with quad-core
(i7-3770@3.40G Hz) CPU and 16GB RAM. In addition to
the state-of-the-art iterative solver (Pypower), we compare
DeepOPF with the following DNN schemes:
• DNN-E: A method adapted from the one used in [14].

It trains a DNN to learn the load-solution mapping for
solving AC-OPF problems without the penalty approach.

• DNN-W: A method adapted from the one used in [26].
It trains a DNN to predict the primal variables as the
warm-start points to the conventional solver.

For a fair comparison, the training/testing samples are all set
the same as DeepOPF, and the feasibility-recovery procedure
is applied in case of in-feasibility. The evaluation metrics are
the following (averaged over 2,500 test instances): (i) Feasibil-
ity rate: The percentage of the obtained feasible solution before
feasibility-recovery procedure. A solution is regarded feasible
only if it satisfies all AC-OPF constraints.12 (ii) Cost: The
corresponding power generation cost difference as compared
to the Pypower. (iii) Speedup: The average running-time ratios
of the Pypower to that of the DNN schemes taking the
feasibility-recovery procedure are computed as speedup. Note
that the speedup is the average of ratios, and it is different from

10In our study, we adopt a common practice in recent works, e.g., [15], [31],
to select the size of training set and test set. From our simulation results, this
amount of data is sufficient to obtain strong performance for the case studies.
We leave the problem of determining the minimum number of samples needed
to train the DNN with strong performance as a future direction.

11We note that Theorem 4 in Sec. V shows the benefits of increasing the
size of DNN in mapping approximation. However, the over-fitting issue may
appear in practice for larger DNNs, resulting in performance degeneration.
We follow a common practice to determine the DNN structure and size by
educated guesses and iterative tuning for different test cases.

12In [14], [15], the feasibility is evaluated by the constraint violation rate
average over all test instances. This, however, does not measure the fraction of
the instances with all constraints satisfied, which is our feasibility definition.

This article has been accepted for publication in IEEE Systems Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSYST.2022.3201041

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



8

TABLE IV: Performance comparisons for IEEE standard cases with uniformly-sampled load data (±10% variation).

Test case
Feasibility rate (%)

before feasibility-recovery∗
Average cost difference (%) Average speedup

DNN-E† DNN-W DeepOPF DNN-E DNN-W DeepOPF DNN-E DNN-W DeepOPF
IEEE Case30 42 100 100 <0.1 0 <0.1 ×12 ×1.1 ×24

IEEE Case118 22 100 100 <0.1 0 <0.1 ×4.2 ×1.3 ×22
IEEE Case300 21 100 99 <0.1 0 <0.1 ×5.4 ×1.8 ×20
IEEE Case2000 29 100 99 <0.1 0 <0.1 ×24 ×1.0 ×123
* Feasibility rates after feasibility-recovery are 100% for DNN-E and DeepOPF.
† After obtaining the solution variables, DNN-E as in [14] projects the infeasible ones (e.g., reactive power generation at P-V buses)

onto the corresponding box constraints and re-solves the AC-PF equations one more time for the remaining variables. We note that
such a post-processing process does not guarantee the final solutions respect the branch-flow limits, thus the low feasibility rates.

TABLE V: Performance comparisons for IEEE standard cases with real-world load profiles with up to 40% demand variation.

Test case
Feasibility rate (%)

before feasibility-recovery∗
Average cost difference (%) Average speedup

DNN-E DNN-W DeepOPF DNN-E DNN-W DeepOPF DNN-E DNN-W DeepOPF
IEEE Case30 36 100 100 < 0.1 0 < 0.1 ×7.3 ×1.0 ×13

IEEE Case118 80 100 99 < 0.1 0 < 0.1 ×11 ×1.1 ×12
IEEE Case300 49 100 100 < 0.2 0 < 0.2 ×16 ×1.7 ×33
IEEE Case2000 60 100 100 < 0.2 0 < 0.2 ×44 ×0.9 ×70
* Feasibility rates after feasibility-recovery are 100% for DNN-E and DeepOPF.

the ratio of the average running times between the Pypower
and DNN schemes.

B. Performance Evaluation under Test Datasets

We show the simulation results of the proposed approach
for the test cases with the synthetic and real-world load
profiles in Tables IV and V. We have the following ob-
servations. First, substantial improvements in the feasibility
can be achieved when applying the penalty approach. The
feasibility rate increases up to 80% as compared to DNN-E.13

Overall, DeepOPF obtains > 99% feasibility rate before the
feasibility-recovery procedure, demonstrating the usefulness of
the penalty approach. Second, DeepOPF achieves an average
optimality loss of less than 0.2% and a speedup performance
of ×123 (two orders of magnitude), as compared to con-
ventional AC-OPF solver on two datasets. It demonstrates
the effectiveness of DeepOPF in dealing with both small-
/large-variation load profiles. We also compare the DNN-
predict solution with the ground-truths for IEEE Case118
for a specific test instance in Fig. 2. The results show that
DeepOPF can achieve desirable prediction results and thus
suggest minor optimality loss. In addition, DeepOPF achieves
decent speedup performance, which has included time used by
the feasibility-recovery procedure. The speedup performance
also demonstrates the scalability of the proposed approach and
its potential for solving larger-scale AC-OPF problems. Third,
as compared to the hybrid scheme (DNN-W) using DNN to
predict the warm-start points, DeepOPF achieves noticeably
better speedup performance and similar feasibility and opti-
mality performance. These results demonstrates effectiveness
of employing DNNs to solve AC-OPF problems directly.

13Note that in DNN-E, the power-flow equality constraints are always
satisfied. But the reactive power and line limit constraints may be violated as
they are not considered during the DNN training.

C. Performance with Different Penalty Weighting Factors

We also evaluate the performance of DeepOPF with dif-
ferent weighting factors in the loss function for training.
Specifically, we use IEEE Case118 with synthetic load profiles
and choose two variants of the weighting factors as follows:
• Weights-V1: w1 = 1 and w2 = 1.
• Weights-V2: w1 = 1 and w2 = 0.1.

They assign different priorities in the prediction error and
the penalty term to pursue optimality and preserve feasibility.
We compare two variants’ results in terms of feasibility rate,
speedup, and the average optimality gap to the conventional
solver on the test data set. As seen in Table VI, although
adding penalty improves the speedup of the approach as it
involves less in-feasible instances, a larger value of w2 may
cause a higher optimality difference as the DNN model pays
more attention to reduce the penalty during the training, affect-
ing prediction performance and the final optimality difference.
In practice, one can start with an initial value and then tune
the value towards satisfactory training performance. We leave
setting weighting factors systematic as a future direction.

D. Performance with Different Gradient Computation Methods

We carry out experiments under the same setting to compare
the optimality loss and feasibility of two DeepOPF variants
on IEEE case30 and case118 test cases with the synthetic load
profiles:
• DeepOPF-ZO: the DeepOPF with zero-order technique

for estimating the penalty gradient.
• DeepOPF-IF: the DeepOPF scheme by utilizing im-

plicit function theorem, to compute the penalty gradient.
We noted that this is the method adapted from the one
used in [17]. The idea is to first compute the partial
derivatives of power flows w.r.t xpred and xrec and
then obtain the gradient of xrec w.r.t xpred and the
∇Lpen (spred) by using the chain rule.
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(a) (b)

Fig. 2: Comparisons of the DeepOPF solutions and the Pypower solutions for the IEEE Case118 test case. There are 53 P-V
buses in total, and 18 of them are associated with active power generation. (a) The differences on active power generations on
the 18 PV buses with active power generation. (b) The differences on voltage magnitudes at the first 26 P-V buses.

TABLE VI: Performance comparisons of weighting-factor
variants.

Weight setting
Feasibility rate (%)

before feasibility-recovery
Cost

diff. (%)
Avg.

speedup
Weights-V1 100 1.5 × 22
Weights-V2 100 <0.1 × 22

The results are shown in Table. VII. Interestingly, we observe
in the simulations that DeepOPF-ZO achieves the same
performance as DeepOPF-IF, except for a better feasibility
rate. This indicates that DeepOPF-ZO is able to train a DNN
with similar, sometimes better, performance than DeepOPF-
IF. The explanation for this observation may be that the
estimated gradient (with noise) could help the DNN model
to escape the bad local minimum during the training process
and achieve better performance. Similar observations are also
reported in [54] for training DNN in other problem domains.

In general, both schemes have their own merits. DeepOPF-
IF can compute the exact gradient to guide the training, given
a well-characterized and computationally efficient model. In
practice, however, such a model may be difficult to obtain
due to sophisticated equipment operation mechanisms in the
power system. For example, for the AC-OPF problem with
wind turbine controls for increasing power capture, it is
difficult to model the relationship between the control variable
and wind-turbine output due to the complex control mech-
anism [55]. In practice, the wind farm’s output evaluation
proceeds through simulation/measurement apparatus, and no
mathematical model exists for computing penalty gradients
directly. For such problems, it may be more convenient to use
DeepOPF-ZO instead of DeepOPF-IF.

VII. CONCLUSION AND FUTURE DIRECTIONS

We develop a feasibility-optimized DNN for solving AC-
OPF problems. To ensure that the power-flow balance con-
straints are satisfied, DeepOPF first predicts a set of indepen-
dent variables and then reconstructs the remaining variables
by solving the AC power flow equations. We also adopt a
penalty approach in the DNN training to respect the inequality
constraints. We further apply a zero-order optimization-based

TABLE VII: Performance comparison of DeepOPF variants.

Test
case

Variants
Feasibility rate (%)

before
feasibility-recovery

Cost
diff(%)

Avg.
speedup

Case-30
DeepOPF-ZO 100 <0.1 ×24
DeepOPF-IF 100 <0.1 ×24

Case-118
DeepOPF-ZO 100 <0.1 ×22
DeepOPF-IF 95 <0.1 ×21

training algorithm to compute the penalty gradient efficiently.
Simulation results on IEEE 30/118/300-bus and a synthetic
2000-bus test cases show the effectiveness of the penalty
approach and that DeepOPF speeds up the computing time
by two-orders of magnitude as compared to conventional
optimization-based solvers with minor cost difference. Em-
pirical results also reveal the advantage of zero-order tech-
nique on training DNN model to achieve better performance.
DeepOPF develops one DNN model for solving AC-OPF
problems with varying load inputs but fixed power network
topology and parameters (e.g., line impedance) and other
physical/operational constraints. Thus, upon contingencies,
e.g., line outage and transmission switching, one may need to
load a pre-trained DNN model to solve AC-OPF problems with
revised topology, line parameters, or constraints. It is of great
interest to explore DNN designs that are robust to changes
in system topologies or parameters. Another interesting future
directions is to extend DeepOPF to AC-OPF problems with
multiple load-solution mappings [56].
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