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Abstract—We study a transportation problem where two heavy-duty trucks travel across the national highway from separate origins to destinations, subject to individual deadline constraints. Our objective is to minimize their total fuel consumption by jointly optimizing path planning, speed planning, and platooning configuration. Such a two-truck platooning problem is pervasive in practice yet challenging to solve due to hard deadline constraints and enormous platooning configurations to consider. We first leverage a unique problem structure to significantly simplify platooning optimization and present a novel formulation. We prove that the two-truck platooning problem is weakly NP-hard and admits a Fully Polynomial Time Approximation Scheme (FPTAS). The FPTAS can achieve a fuel consumption within a ratio of \(1 + \epsilon\) to the optimal (for any \(\epsilon > 0\)) with a time complexity polynomial in the size of the transportation network and \(1/\epsilon\). These results are in sharp contrast to the general multi-truck platooning problem, which is known to be APX-hard and repels any FPTAS. As the FPTAS still incurs excessive running time for large-scale cases, we design an efficient dual-subgradient algorithm for solving large-scale instances. It is an iterative algorithm that always converges. We prove that each iteration only incurs polynomial-time complexity, albeit it requires solving an integer linear programming problem optimally. We characterize a condition under which the algorithm generates an optimal solution and derive a posterior performance bound when the condition is not met. Extensive simulations based on real-world traces show that our joint solution of path planning, speed planning, and platooning saves up to 24% fuel as compared to baseline alternatives.
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I. INTRODUCTION

Heavy-duty trucks, transporting freights across national highways, play a critical role in society’s economic development. It is reported that the U.S. trucking industry hauled around 80% of all freight tonnage and brought in 792 billion U.S. dollars as revenue in 2019 [1]. This number would rank 18th if measured against the country’s GDP [2]. Meanwhile, the trucking industry is also responsible for a large fraction of the world’s energy consumption and greenhouse gas emissions. For example, in the U.S., with only 4% of the vehicle population, heavy-duty trucks account for 18% energy consumption of the entire transportation sector and 5% of the greenhouse gas emission [1]. In addition, fuel cost corresponds to 24% of the total operational cost in the trucking industry in 2019 [3]. These alerting observations, together with that the global freight activity is predicted to increase by a factor of 2.4 by 2050 [4], make it critical to develop effective solutions for improving fuel efficiency of truck transportation.

Truck platooning, where two or more trucks travel in convoy with small headway, is a promising fuel-saving approach. It is made possible in practice by the novel semi-automated driving technology, also referred to as the Cooperative Adaptive Cruise Control (CACC) system [5]–[7]. Similar to what racing cyclists exploit, trucks traveling in a platoon experience a reduction in air drag, which translates into lower fuel consumption. Many studies, e.g., [8]–[12], suggest up to 20% fuel saving for the non-leading vehicles in a platoon. Meanwhile, platooning also allows vehicles to drive closer than otherwise at the same speed, improving traffic throughput [13] and even safety. To date, platooning has received significant attention from private fleets and commercial carriers [14].

However, it is algorithmically non-trivial to capitalize the platooning potential to minimize the convoy’s total fuel consumption. First, it requires exploring three distinct design spaces: path planning, speed planning, and platooning configuration. Path planning and speed planning are well-recognized mechanisms for saving fuels by optimizing the driving paths and the speed profiles over individual road segments. Real-world studies show up to 21% fuel saving by driving at fuel-economic speeds along an optimized path [15]. Meanwhile, platooning configurations define the road segments for platooning and the trucks to participate in each platoon. In other words, it describes where and when a set of the trucks form and end a platoon. It adds another layer of combinatorial structure to the design space.

Second, the problem becomes even more complicated when we consider transportation deadlines for individual trucks. Freight delivery with time guarantee is common in truck operation; see examples and discussions in [16], [17]. As estimated by the U.S. Federal Highway Administration (FHWA) [18], an unexpected delay can increase freight cost by 50% to 250%. The operator needs to keep track of the time spent so far and the remaining time budget for individual trucks, when optimizing over the design space discussed above, to ensure on-time arrival at destinations. Such a 4-way coupling among path planning, speed planning, platooning configuration, and deadline creates a unique challenge. Indeed, the problem of minimizing fuel consumption for multiple platooning trucks is shown to be APX-hard in general [19], and it admits no polynomial-time algorithm with a fuel consumption within a constant ratio to the minimum, unless P = NP [20], [21].

Existing studies. Previous researches on truck platooning...
TABLE I: Summary of existing studies on minimizing fuel consumption for truck transportation with platooning.

<table>
<thead>
<tr>
<th>Existing Study</th>
<th>Path Planning</th>
<th>Speed Planning</th>
<th>Platooning</th>
<th>Deadline</th>
<th>Approach</th>
<th>Bound*</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21]–[24]</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>Convex optimization</td>
<td>✗</td>
</tr>
<tr>
<td>[25]</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Distributed method</td>
<td>✗</td>
</tr>
<tr>
<td>[26]</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>Hub heuristic</td>
<td>✓</td>
</tr>
<tr>
<td>[20]</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>Integer programming (IP)</td>
<td>✗</td>
</tr>
<tr>
<td>[29]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Mixed integer programming</td>
<td>✓</td>
</tr>
<tr>
<td>This work</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Dual-based optimization</td>
<td>Posterior</td>
</tr>
</tbody>
</table>

*: Entries in the column represent whether there is a guaranteed performance gap to the optimal. Usually, performance bounds are independent to the solutions obtained by the algorithm and can be computed beforehand. Meanwhile, posterior performance bounds are solution dependent and can be computed after the solution is obtained.

Optimization mostly consider either speed planning for given paths or path planning with a set of constant speeds. Assumed all the trucks drive on their shortest or pre-specified paths, the authors of [21], [22], [24] obtain the optimal speed profiles for each truck by solving a series of convex optimization problems. The authors in [23] and [30] use a similar technique to solve a fixed-path platooning problem. When the traveling speed on each road segment is fixed, the path planning in the platooning problem is often formulated as an integer linear programming (ILP) problem [20], [27], [31]–[33]. In [20], [27], [31], heuristics such as the best-pair algorithms are proposed to solve the ILP in the platooning problem. Meanwhile, [32] and [33] apply genetic algorithms to path planning. [28] employs a mixed-integer programming model to study the platooning of trucks along an identical path but with different time windows and maximum platooning length. The studies in [27], [34] consider the platooning optimization with discrete speeds for individual edges, which can be modeled as a path planning problem by introducing multiple parallel edges between the starting and ending nodes of original edges, each with a constant (and different) speed.

Other related studies include [29], [35]–[38]. [35] formulates a new platoon formation strategy that optimizes the platooning number and configuration of heterogeneous vehicles in a single route. [37] proposes a macroscopic model to analyze the probability distribution of the length of platoons, for a given traffic demand. [38] develops an analytical model to investigate the impacts of platoon size. [29] develops a heuristic iterative procedure to optimize the routes and departure schedules for the general k-platooning problem under deadline constraints, without speed planning involved. The heuristic iterative procedure may not converge or have performance guarantee. In comparison, in this paper, we explore the full design space, to jointly optimize continuous speed planning, path planning, and platooning configuration, for a popular two-truck platooning problem. The iterative procedure in our scheme is a dual subgradient algorithm that guarantees to converge to the dual optimal, and we provide a posterior performance bound for it. We refer readers to [39] for a comprehensive overview of studies related to coordinated platooning optimization.

Table II summarizes existing studies on fuel consumption minimization in truck platooning.

**Contributions.** In this paper, we focus on a prevalent two-truck platooning scenario where two heavy-duty trucks travel across the national highway from separate origins to destinations [40]–[44]. Two-truck platooning is not only the mainstream of current platooning practice [42], but it also incurs minimum safety concern for the surrounding traffic sharing the roads [40]–[43]–[41].

To our best knowledge, this is the first work in the literature to minimize total fuel consumption for truck transportation by simultaneously optimizing path planning, speed planning, and platooning configuration, subject to individual deadline constraints. We also consider departure coordination, where trucks can strategically wait at the origins for proper schedule alignment to form an efficient platoon later. We make the following contributions.

▷ In Sec. II we present a novel formulation for the two-truck platooning problem of minimizing fuel consumption subject to individual deadline constraints, taking into account the entire design space of path planning, speed planning, and platooning configuration. Our formulation is built upon an elegant problem structure that significantly simplifies the platooning optimization. We leverage the formulation to prove that the two-truck platooning problem is weakly NP-hard and admits a Fully Polynomial Time Approximation Scheme (FPTAS). It guarantees to return an approximate and feasible solution, whose fuel consumption is no larger than \((1 + \epsilon)\) times the minimum for any \(\epsilon > 0\), with a time complexity polynomial in the size of the transportation network and \(1/\epsilon\).

▷ These results are in sharp contrast to the general multi-truck platooning problem that is APX-hard and repels any FPTAS [20], [21], suggesting that the two problems are fundamentally different.

▷ While the FPTAS works effectively for small-medium-scale problem instances, it may still incur excessive running time for large-scale problem instances in practice. We thus develop an efficient dual-based algorithm for national-scale problem instances in Sec. III. It is an iterative algorithm that always converges. Further, we prove that each iteration only incurs polynomial time complexity, albeit it requires solving an integer linear programming problem optimally.
characterize a condition under which the algorithm generates an optimal solution and derive a posterior performance bound when the condition is not satisfied.

In Sec. [V], we carry out extensive numerical experiments using real-world traces over the U.S. national highway system. The results show that our algorithm obtains close-to-minimum fuel consumption for the two-truck platooning problem and achieves up to 24% fuel saving as compared to baseline alternatives adapted from state-of-the-art schemes.

We conclude and discuss future work in Sec. [VI].

II. Model and Problem Formulation

A. System Model

We model a national highway network as a directed graph $G \triangleq (V, E)$. Each edge $e \in E$ represents a road segment with homogeneous grade, surface type, and environmental conditions. Each node $v \in V$ denotes an intersection or connecting point of adjacent road segments. We define $N \triangleq |V|$ as the number of nodes and $M \triangleq |E|$ as the number of edges. For each $e \in E$, we use $D_e > 0$ to denote its length and $r_e^l > 0$ (resp. $r_e^u$) to denote the minimum (resp. maximum) driving speed.

There are mainly three types of truck fuel consumption models [45]: (i) first-principle white-box models, e.g., the kinematics model based on the Newton’s second law [23], [24], [46]–[50]; (ii) black-box models based on fitting a mathematical function to real-world data, e.g., [51]–[58]; (iii) grey-box models that lie between the two models, e.g., [59]. White-box models are developed by using domain knowledge in physical and chemical processes relevant to fuel consumption. It is most accurate and allows one to investigate tuning internal physical/chemical processes for higher fuel efficiency. However, the white-box model usually has a large number of parameters and can be expensive to obtain. On the contrary, the black-box model is less accurate than the white-box model, does not allow internal-process tuning, but has fewer parameters to determine.

For our purpose of minimizing fuel consumption and similar to existing eco-routing studies, we only need to model the (external) speed to fuel-consumption relationship, instead of the whole physical model with internal process tuning. As such, black-box models suffice, and they are easier to construct than white-box models. Indeed, the particular black-box model used in our simulation only has four parameters, and the model predicts the fuel consumption pretty well [60, Fig. 5].

To proceed, we define function $f_e(r_e) : [r_e^l, r_e^u] \rightarrow \mathbb{R}^+$ as the (instantaneous) fuel consumption rate for the truck traveling over $e$ at speed $r_e$. It is well understood that $f_e(r_e)$ can be modeled as a strictly convex function over the speed range $[r_e^l, r_e^u]$; see e.g., [60], [61] with justifications. Many existing works [62]–[69] also use polynomial functions to model the fuel consumption rate $f_e(\cdot)$. Following the practice, in this paper, we assume that $f_e(\cdot)$ is a strictly convex polynomial function. As a result, according to Jensen’s inequality, driving at a constant speed is most fuel-economic inside a road segment. Thus, without loss of optimality, it suffices to consider trucks traveling at constant speeds over individual road segments [60], [61]. The fuel consumption due to acceleration and deceleration between consecutive road segments is negligible as compared to that of driving over individual segments. For ease of discussion, we further define the fuel consumption function for a truck to traverse $e$ as

$$c_e(t_e) = t_e \cdot f_e(D_e/t_e), \forall t_e \in [t_e^l, t_e^u],$$  

(1)

where $t_e$ is the travel time of the truck and $t_e^l \triangleq D_e/r_e^u$ and $t_e^u \triangleq D_e/r_e^l$ are the minimum and maximum travel duration, respectively. We note that $c_e(\cdot)$ is strictly convex over $[t_e^l, t_e^u]$ as its second-order derivative $c''(t_e) = f''(D_e/t_e) D_e^2/t_e^3$ is positive. The function has taken into account the influence of road grade, surface type, truck weight, and environment conditions. We define the platooning fuel consumption function when the two trucks platoon on road segment $e$ as

$$c_p(t_e) = 2(1 - \eta)c_e(t_e),$$  

(2)

where $\eta \in (0, 1)$ is the average fuel-saving ratio and it usually takes value around 0.1 [20], [25], [26]. Thus when the two trucks platoon at the same speed, they jointly save a $2\eta$ fraction of total fuel as compared to driving separately. Note that this model focuses on the total fuel saving; the leading and following trucks can still have different fuel saving performance. Similar to [20], [26], we assume constant fuel-saving rate ratio. More sophisticated fuel models can be derived from Newton’s second law, e.g., those in [5], [21], [23], and the fuel-saving rate can be speed-dependent [23]. For these model, it can be verified that the corresponding platooning fuel consumption function is still convex and our approach can be applied directly.

We consider the scenario of two-truck platooning with deadlines. Each truck is associated with a task, denoted by $(s_i, d_i, \alpha_i^l, \beta_i^l, \alpha_i^u, \beta_i^u)$, $i = 1, 2$. Here $s_i$ and $d_i$ are origin and destination for truck $i$, respectively. The pickup window $[\alpha_i^l, \beta_i^l]$ defines the time period for pickup at $s_i$, and the delivery window $[\alpha_i^u, \beta_i^u]$ represents the time period for delivery at $d_i$. We define the traveling time window of truck $i$ $(i = 1, 2)$ as $[T_{si}^l, T_{di}^l]$, where $T_{si}^l \triangleq \alpha_i^l$ and $T_{di}^l \triangleq \beta_i^l$ are the earliest departure time and the latest arrival time, respectively.

B. To Platoons or not to Platoons

It may not always be feasible for the two trucks to platoon without missing deadlines. Even if it is, it may not necessarily save fuel when compared to driving separately. Given a general two-truck platooning instance, we follow the procedures shown in Fig. 1 to obtain a fuel-minimizing solution. We first compute the optimized total fuel consumption of two trucks driving separately, by applying the single-truck

\footnote{The speed transition spans over only several hundred feet [70], while trucks travel on a road segment for several miles or longer (3.1 miles on average in the US national highway network as shown in Sec. [IV]). It is reported in [61] that the fuel usage due to acceleration and deceleration between consecutive road segments is less than 0.5% of the total fuel consumption.}
C. An Elegant Problem Structure and Insights

The conventional formulation of the multi-truck platooning problem introduces a large number of binary variables, each indicating whether a group of trucks platoon over a road segment or not. The formulated problem has a combinatorial structure and is challenging to solve. Indeed, it is APX-hard\(^3\) and admits no FPTAS\(^4\). Interestingly, the following lemma reveals an elegant structure of the feasible two-truck platooning problem, which allows us to significantly simplify the problem formulation.

**Lemma 1.** For any feasible two-truck platooning instance, there exists an optimal solution in which the two trucks platoon only once.

**Proof.** See Appendix VII-B of our technical report [71]. \(\square\)

Lemma 1 covers the observation in [26] as a special case without deadline constraints and speed planning. It implies that without loss of optimality, we can focus on solutions in which the two trucks form a platoon only once. This structure significantly reduces the number of platooning configurations to consider, leading to a new formulation that admits efficient algorithms. In particular, applying Lemma 1 we divide the two-truck platooning problem into merging and splitting points selection problem and the following five sub-problems:

1. pre-platooning path and speed planning for truck 1;
2. pre-platooning path and speed planning for truck 2;
3. in-platooning path and speed planning for truck 1 and 2;
4. post-platooning path and speed planning for truck 1;
5. post-platooning path and speed planning for truck 2.

We denote the five decomposed paths by sub-path 1/2/3/4/5, respectively; see Fig. 2 for an illustration. For ease of presentation, we denote the set \(\{1, \ldots, k\}\) as \(N_k\). We introduce binary variables \(x^i_e, e \in E, i \in N_k\) for path planning, where

\[
x^i_e = \begin{cases} 1, & \text{if edge } e \text{ is selected by the sub-path } i; \\ 0, & \text{otherwise}. \\ \end{cases}
\]

We also introduce non-negative variables \(t^i_e\) to denote the travel time of the (corresponding) trucks over edge \(e\) on the sub-path \(i\). Furthermore, we use binary variables \(y_v\) and \(z_v\) to indicate whether the two trucks start and finish platooning at node \(v \in V\), respectively.

D. Problem Formulation

For simplicity of presentation, we define \(\vec{x} \triangleq (x^i_e, i \in N_k)_e \in E, \vec{y} \triangleq (y_v)_{v \in V}, \vec{z} \triangleq (z_v)_{v \in V}, \vec{t} \triangleq (t^i_e, i \in N_k)_e \in E,\) and \(T \triangleq \{t^i_e : t^i_e \leq t^u_e, \forall e \in E, i \in N_k\}\). We define \(\mathcal{P}\) as the feasible set of \((\vec{x}, \vec{y}, \vec{z})\) as follows:

\[
\mathcal{P} \triangleq \left\{ (\vec{x}, \vec{y}, \vec{z}) \mid x^i_e, y_v, z_v \in \{0, 1\}, \forall e \in E, i \in N_k, v \in V, \right. \\
\left. \sum_{e \in \text{Out}(v)} x^1_e - \sum_{e \in \text{In}(v)} x^1_e = 1_{v=s_1} - y_v, \forall v \in V, \\
\sum_{e \in \text{Out}(v)} x^2_e - \sum_{e \in \text{In}(v)} x^2_e = 1_{v=s_2} - y_v, \forall v \in V, \\
\sum_{e \in \text{Out}(v)} x^3_e - \sum_{e \in \text{In}(v)} x^3_e = y_v - z_v, \forall v \in V, \\
\sum_{e \in \text{Out}(v)} x^4_e - \sum_{e \in \text{In}(v)} x^4_e = z_v - 1_{v=d_1}, \forall v \in V, \\
\sum_{e \in \text{Out}(v)} x^5_e - \sum_{e \in \text{In}(v)} x^5_e = z_v - 1_{v=d_2}, \forall v \in V, \\
\sum_{v \in V} y_v = 1, \sum_{v \in V} z_v = 1 \right\},
\]  

(3)
where \( \text{Out}(v) \) and \( \text{In}(v) \) are the set of outgoing edges and incoming edges of node \( v \), respectively. \( I_v \) is an indicator variable taking value 1 if the statement \( v \) is true and 0 otherwise. The first five constraints in \( P \) are the flow conservation requirements for the 5 sub-paths. The constraints on \( y_e \) and \( z_e \) restrict the solution to platoon only once.

We now model the deadline constraints and speed planning. The speed planning is done by adjusting the travel time \( t_e \) for individual edge \( e \). To increase fuel efficiency, we consider departure coordination where trucks can strategically wait at the origins to properly align the schedule to form an efficient platoon later. Consequently, the two trucks start to platoon from the merging point at time

\[
\max \left\{ T_1 + \sum_{e \in E} t_1^e x_1^e, T_2^2 + \sum_{e \in E} t_2^e x_2^e \right\}.
\]

The two expressions in the bracket are the arrival times at the merging point of the two trucks, without departure coordination. If one term in the bracket is smaller than the other, the corresponding truck waits at the origin or a nearby rest area to synchronize the arrival time at the merging point. Without loss of generality, we ignore the cost of strategic waiting at the origin. It can be incorporated into our model by adding a dummy waiting edge at the origin with a designated cost function. To simplify the formulation later, we define

\[
\begin{align*}
\delta_1(\vec{t}, \vec{x}) &= T_1 + \sum_{e \in E} t_1^e x_1^e + \sum_{e \in E} t_2^e x_2^e + \sum_{e \in E} t_3^e x_3^e - T_d, \\
\delta_2(\vec{t}, \vec{x}) &= T_2^2 + \sum_{e \in E} t_2^e x_2^e + \sum_{e \in E} t_3^e x_3^e + \sum_{e \in E} t_4^e x_4^e - T_d, \\
\delta_3(\vec{t}, \vec{x}) &= T_3^3 + \sum_{e \in E} t_3^e x_3^e + \sum_{e \in E} t_4^e x_4^e + \sum_{e \in E} t_5^e x_5^e - T_d, \\
\delta_4(\vec{t}, \vec{x}) &= T_4^4 + \sum_{e \in E} t_4^e x_4^e + \sum_{e \in E} t_5^e x_5^e + \sum_{e \in E} t_6^e x_6^e - T_d.
\end{align*}
\]

It is straightforward to verify that truck \( 1 \) meets its deadline if and only if \( \delta_1(\vec{t}, \vec{x}) \leq 0 \) and \( \delta_2(\vec{t}, \vec{x}) \leq 0 \). Similarly, truck \( 2 \) meets deadline if and only if \( \delta_3(\vec{t}, \vec{x}) \leq 0 \) and \( \delta_4(\vec{t}, \vec{x}) \leq 0 \).

To this end, we formulate the feasible two-truck platooning problem as follows:

\[
\begin{align*}
\min & \quad \sum_{i \in N_3 \setminus \{3\}} \sum_{e \in E} c_e (t_e^i) x_e^i + \sum_{e \in E} c_e^d (t_d) x_e^3 \\
\text{s.t.} & \quad \delta_j(\vec{t}, \vec{x}) \leq 0, j \in N_4; \\
\var. & \quad (\vec{x}, \vec{y}, \vec{z}) \in \mathcal{P}, \vec{t} \in \mathcal{T}.
\end{align*}
\]

The objective in Eq. (6) is the total fuel consumption of the two trucks. Eq. (7) describes their deadline constraints. \( \mathcal{P} \) restricts the variables so that the two trucks platoon only once. Compared to the conventional formulation, our formulation in Eq. (6) leverages Lem. 1 to simplify the optimization of platooning configuration, by only considering solutions that platoon only once. Further, the formulation only involves four deadline constraints. We show in Sec. III that this structure significantly simplifies the design of the dual-based algorithm.

### E. Hardness

It is not surprising that the two-truck platooning problem is challenging to solve due to its combinatorial structure and multiple deadline constraints. Meanwhile, it is easier than the general multi-truck counterpart.

**Theorem 1.** The two-truck platooning problem in Eq. (6) is NP-hard, but only in the weak sense. In particular, there is a Fully Polynomial Time Approximation Scheme (FPTAS) for the two-truck platooning problem that achieves \((1 + \epsilon)\) approximation ratio \((\forall \epsilon > 0)\) with a time complexity of \(O(N^6/\epsilon^4)\).

**Proof.** See Appendix VII-C of our technical report [71].

Thm. [1] and its proof show that the two-truck platooning problem is weakly NP-hard and admits an FPTAS. This is in sharp contrast to the general multi-truck platooning problem (even without speed planning), which is APX-hard and repels any FPTAS. Consequently, there exists a pseudo-polynomial time algorithm to solve the two-truck platooning problem exactly. Further, one can trade optimality loss for running time by using the FPTAS derived in the proof. It guarantees to return an approximate and feasible solution to the two-truck platooning problem, whose fuel consumption is within a ratio of \((1 + \epsilon)\) to the optimal for any \( \epsilon > 0 \), with a time complexity of \(O(N^6/\epsilon^4)\). The FPTAS allows us to solve small-scale two-truck platooning instances efficiently. Meanwhile, it may still incur excessive running time for solving large-scale instances.

In the next section, we introduce a dual-subgradient algorithm for solving large/national-scale instances.

### III. An Efficient Dual-Subgradient Algorithm

In this section, we design an efficient dual-subgradient algorithm for solving a partially-relaxed dual problem of the two-truck platooning problem, in which only a subset of the constraints are relaxed. While a fully-relaxed dual problem is always convex, the partially-relaxed one is not. Indeed, it is still a combinatorial problem and can be challenging to solve. As a key contribution, we explore the problem structure to show that it can be solved optimally in polynomial time by a dual-subgradient algorithm. We derive a posterior bound on the optimality gap when a feasible primal solution is recovered from the dual optimal solution. We resort to the separate-driving solution when no feasible primal solution is recovered.

#### A. The Dual of the Two-truck Platooning Problem

We relax the deadline constraints in Eq. (7) and obtain the following Lagrangian function

\[
L (\vec{x}, \vec{y}, \vec{z}, \vec{t}, \vec{\lambda}) = \sum_{i \in N_3 \setminus \{3\}} \sum_{e \in E} c_e (t_e^i) x_e^i + \sum_{e \in E} c_e^d (t_d) x_e^3 \\
+ \sum_{i \in N_4} \lambda_i \delta_i (\vec{t}, \vec{x}),
\]
where $\vec{x} \triangleq (\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ and $\lambda_i$ is the dual variable associated with the constraint $\delta_i(\vec{t}, \vec{z}) \leq 0$. The corresponding dual problem is given by

$$\max_{\vec{x} \geq 0} D\left(\vec{x}\right) \triangleq \max_{\vec{x} \geq 0} \sum_{i \in \mathbb{N}} \sum_{e \in E} x_e \cdot \min_{t_e^* \in [0, T]} g_e^i(\vec{x}, t_e^*).$$

Our idea is to solve this partially-relaxed dual problem optimally and recover the corresponding primal solutions. At the first glance, the inner problem seems challenging as it is still combinatorial (due to the structure of the feasible set $\mathcal{P}$). To proceed, we re-express $D(\vec{x})$ as follows:

$$D\left(\vec{x}\right) = h(\vec{x}) + \sum_{i \in \mathbb{N}} \sum_{e \in E} x_e \cdot \min_{t_e^* \in [0, T]} g_e^i(\vec{x}, t_e^*),$$

where $h(\vec{x}) \triangleq \lambda_1 (T_1^4 - T_2^4) + \lambda_2 (T_2^4 - T_3^4) + \lambda_3 (T_3^4 - T_4^4) + \lambda_4 (T_8^4 - T_9^4)$ is a linear function and $g_e^i(\vec{x}, t_e^*)$ is a generalized edge cost function given by, for all $e \in E$,

$$g_e^i(\vec{x}, t_e^*) = \begin{cases} c_e (t_e^1) + (\lambda_1 + \lambda_3) t_e^1, & i = 1; \\ c_e (t_e^2) + (\lambda_2 + \lambda_4) t_e^2, & i = 2; \\ c_e (t_e^3) + (\lambda_1 + \lambda_2) t_e^3, & i = 3; \\ c_e (t_e^4) + (\lambda_1 + \lambda_3) t_e^4, & i = 4; \\ c_e (t_e^5) + (\lambda_2 + \lambda_4) t_e^5, & i = 5. \end{cases}$$

The function $g_e^i(\vec{x}, t_e^*)$, for all $i \in \mathbb{N}$ and $e \in E$, is convex in $t_e^*$ as the sum of a convex function and a linear function. As such, the speed optimization module in Eq. (9), one for each edge, can be solved in polynomial time. For all $i \in \mathbb{N}$ and $e \in E$, define $w_e^i(\vec{x}) \triangleq \min_{t_e^* \in [0, T]} g_e^i(\vec{x}, t_e^*)$ and $t_e^* = (t_e^1, t_e^2, t_e^3, t_e^4, t_e^5)$ as the optimal objective value and a corresponding optimal solution, respectively. We further define $\vec{x}^*(\vec{z}) \triangleq (t_e^* = (t_e^1, t_e^2, t_e^3, t_e^4, t_e^5))$ and $\vec{x}^* = (\vec{x}^*(\vec{z}))$ as the optimal solution of the ILP problem in Eq. (10) amounts to a combinatorial integer linear programming (ILP) problem:

$$\min_{(\vec{x}, \vec{t}, \vec{z}) \in \mathcal{P}} \sum_{i \in \mathbb{N}} \sum_{e \in E} w_e^i(\vec{x}) x_e^i.$$ 

In general, ILP problems can be difficult to solve. Generic approaches such as the branch-and-bound method incur high computational complexity and do not scale well to large problem instances. As a key contribution, we show that one can relax binary decision variables $\vec{x}, \vec{t}, \vec{z}$ into continuous ones in $[0, 1]$ and solve the resulting linear programming (LP) problem without loss of optimality. Recall that $M$ is the number of edges.

**Theorem 2.** There is no integrality gap between the ILP problem in Eq. (10) and the corresponding relaxed LP problem. Furthermore, the optimal solution to the former can be recovered from that to the latter in $O(M^2)$ time.

**Proof.** The idea is to show every optimal solution of the relaxed LP problem is a convex combination of integer platooning solutions in $\mathcal{P}$. See Appendix VII-E of our technical report [71] for the proof. □

Thm. 2 is an important result. It says we can obtain the optimal solution of the path and platooning optimization problem in Eq. (10), by solving its relaxed LP problem, significantly reducing the computational complexity. Denote the optimal solution of the ILP problem in Eq. (10) as $\vec{x}^*(\vec{z}), \vec{y}^*(\vec{z}), \vec{z}^*(\vec{z})$.

To this point, it is straightforward to verify that $\delta_i(\vec{t}(\vec{x}), \vec{x}^*(\vec{z}))$ is a subgradient of $D(\vec{x})$ with respect to $\lambda_i$, $i \in \mathbb{N}_4$. From the discussion above, it is clear that both $\vec{t}(\vec{x})$ and $\vec{x}^*(\vec{z})$, hence $\delta_i(\vec{t}(\vec{x}), \vec{x}^*(\vec{z}))$, can be computed in polynomial time. This allows us to develop an efficient dual-subgradient algorithm for solving the problem in Eq. (8).

**B. The Dual-Subgradient Ascent Algorithm**

The dual-subgradient algorithm is an iterative algorithm for updating the dual variables towards optimality. Specifically, given $\vec{z}[k]$ as the dual variables after the $k$-th iteration (initially, $\vec{z}[0]$ takes arbitrary non-negative values), the algorithm updates the dual variables as follows: for all $i \in \mathbb{N}_4$,

$$\lambda_i [k + 1] = \lambda_i [k] + \phi_k \left[ \delta_i (\vec{t}(\vec{x}[k]), \vec{x}^*(\vec{z}[k])) \right]_{\lambda_i [k]},$$

where $\delta_i (\vec{t}(\vec{x}[k]), \vec{x}^*(\vec{z}[k]))$ can be computed in polynomial time by solving the speed optimization and path platooning optimization modules in Eq. (9), respectively. $\phi_k > 0$ is the step size and function $[\mu]_{\nu}^+$ is defined as

$$[\mu]_{\nu}^+ = \begin{cases} \mu, & \text{if } \nu > 0; \\ \max\{\mu, 0\}, & \text{otherwise}. \end{cases}$$

The pseudo-code of the dual-subgradient algorithm is presented in Alg. 1. Intuitively, the dual variables can be interpreted as the delay price. The dual function can be interpreted as a generalized cost involving both the delay and fuel expenses. Higher delay prices lead to shorter truck traveling times, which help to capture deadlines. Meanwhile, higher delay prices also result in higher fuel expense, as seen from the structure of the cost function over individual edges, i.e., $g_e^i(\vec{x}, t_e, z_e)$. Alg. 1 can thus be understood as adjusting the dual variables according to the subgradients, towards the condition of meeting the deadlines and minimizing the fuel consumption. If Alg. 1 returns at line 7 and all the deadline constraints are satisfied (as discussed in the next subsection), the deadline constraints may not be satisfied. Indeed, if all the deadline constraints are satisfied at the dual optimal solution, the duality gap is zero, and the dual optimal value is also primal optimal. In general, this may not happen, and the duality gap is nonzero.

5We note that while the dual-subgradient algorithm converges to the dual optimal (as discussed in the next subsection), the deadline constraints may not be satisfied. Indeed, if all the deadline constraints are satisfied at the dual optimal solution, the duality gap is zero, and the dual optimal value is also primal optimal. In general, this may not happen, and the duality gap is nonzero.
Algorithm 1: A Dual subgradient algorithm for optimizing two-truck platooning with deadlines.

1. Set $K, k \leftarrow 1$, and $\lambda_i[0] \leftarrow 0, \forall i \in \mathbb{N}_4$
2. Set $k^u$ as NULL
3. while $k < K$ do
   4. Compute $\bar{r}^* (\bar{x}[k]), \bar{x}^* (\bar{x}[k]), \bar{y}^* (\bar{x}[k])$.
   5. Compute $\delta_i (\bar{x}[k])$ by solving speed optimization path and platooning optimization modules in Eq. (9).
   6. if $\delta_i (\bar{x}[k]) = 0, \forall i \in \mathbb{N}_4$ then
      7. return $\bar{r}^* (\bar{x}[k]), \bar{x}^* (\bar{x}[k]), \bar{y}^* (\bar{x}[k])$.
   8. if $\delta_i (\bar{x}[k]) < 0, \forall i \in \mathbb{N}_4$ then
      9. Compute the fuel cost $\rho[k]$ of the solution $\bar{r}^* (\bar{x}[k]), \bar{x}^* (\bar{x}[k]), \bar{y}^* (\bar{x}[k]), \bar{z}^* (\bar{x}[k])$.
   10. if $k^u$ is NULL or $\rho[k] \leq \rho[k^u]$ then
       11. $k^u \leftarrow k$
   12. Update $\lambda_i[k+1]$ according to Eq. (11), $\forall i \in \mathbb{N}_4$.
   13. if $k^u$ is not NULL then
      14. $k^* \leftarrow k^u$
   15. else
      16. $k^* \leftarrow K$
   17. return $\bar{r}^* (\bar{x}[k^*]), \bar{x}^* (\bar{x}[k^*]), \bar{y}^* (\bar{x}[k^*]), \bar{z}^* (\bar{x}[k^*])$.

optimality gap within 1% to the optimal. In the rare situation where the primal recovery fails, we resort to the separate-driving solution discussed in Sec. [111-131].

C. Performance Analysis

1) Convergence Rate: It is known that subgradient algorithms for solving fully-relaxed convex dual problems converge at a rate of $O(1/\sqrt{K})$ [73]. A similar understanding holds for ours solving the partially-relaxed dual problem in Eq. (8).

Theorem 3. Let $D^*$ be the optimal dual value and $D_K$ be the maximum dual value observed until the $K$-th iteration by running Alg. 1. Then with step sizes $\delta_i = 1/\sqrt{K}, i \in \mathbb{N}_K$, there exists a constant $\xi > 0$ such that $D^* - D_K \leq \xi/\sqrt{K}$.

Proof. See Appendix VII-F of our technical report [71].

The constant $\xi$ depends on the network structure and the deadline constraints. We refer interested readers to the proof for more detailed discussions. Thm. 3 shows that we can achieve $O(1/\sqrt{K})$ convergence rate by using a constant step size. In practice, one may achieve faster convergence by using adaptive step sizes [74].

2) Complexity: The main computational complexity involved in Alg. 1 lies in solving the LP in line 4 which is $O((N + M)^{2.5})$ by the algorithm in [75]. Note that $N$ is the number of nodes, $M$ is the number of edges in the graph, and $O(N + M)$ is the number of variables in the LP. Since the dual-subgradient algorithm converges at a rate of $O(1/\sqrt{K})$, the overall time complexity for Alg. 1 to generate a dual solution within accuracy $\epsilon > 0$ to the optimal is $O((N + M)^{2.5}/\epsilon^2)$.

3) Optimality Gap: We provide a priori bound on the optimality loss when Alg. 1 returns a feasible primal solution. Recall that $\lambda_i[k_*]$ consists of the dual variables upon Alg. 1 terminating after $K$ iterations and $\delta_i (\bar{r}^* (\bar{x}[k_*]), \bar{x}^* (\bar{x}[k_*]))$ is the corresponding dual subgradient.

Theorem 4. If Alg. 1 returns a feasible solution $\bar{P}$, the optimality gap between the cost of $\bar{P}$, denoted as $c(\bar{P})$, and the optimal cost, denoted as $OPT$, is bounded as follows:

$$c(\bar{P}) - OPT \leq \begin{cases} 0, & \text{if } \delta_i(\cdot) = 0, \forall i \in \mathbb{N}_4 \text{ and Alg. 1 returns in line 7} \\ B, & \text{otherwise.} \end{cases}$$

(12)

where $B = -\sum_{i=1}^{2}\lambda_i[k_*]\delta_i(\bar{x}^* (\bar{x}[k_*]), \bar{x}^* (\bar{x}[k_*])) \geq 0$.

Proof. The proof is presented in Appendix VII-G of the technical report [71].

According to Thm. 4 if $\delta_i(\cdot) = 0, \forall i \in \mathbb{N}_4$, i.e., the deadlines for individual trucks are all met exactly, and thus Alg. 1 returns in the line (7) the obtained dual solution is optimal and the corresponding primal solution is feasible and optimal. Otherwise, Alg. 1 returns in the line (7) and we can compute a posterior bound if the corresponding primal solution is feasible. From the simulation results reported in Sec. [IV] we observe that for the cases that our algorithm returns feasible primal solution, the computed posterior bounds are within 0.3% to the optimal, suggesting strong empirical performance of the proposed algorithm. Meanwhile, it is clear that the bound holds for each iteration and thus can be used to terminate the Alg. 1 earlier upon reaching a target accuracy threshold. Specifically, one can calculate a posterior bound after each iteration and terminate Alg. 1 if the bound is already lower than the target threshold.

IV. PERFORMANCE EVALUATION

We use real-world traces to evaluate the performance of our solutions. We implement our algorithm in python and carry out numerical experiments on a server cluster with 42 pieces of 2.4 GHz – 3.4 GHz Intel/AMD processors, each equipped with 16GB – 96GB memory. We represent an instance of our platooning problem by a tuple $(s_1, d_1, T_s^1, T_d^1, s_2, d_2, T_s^2, T_d^2)$. We follow the flow chart in Fig. 1 to obtain the solution for each instance.

Transportation network and heavy-duty truck. We construct the US national highway network using the data from the Clinched Highway Mapping Project [76]. We focus on the eastern US section with 38, 213 nodes and 82, 781 road segments. The average length of road segments is 3.1 miles. Our
simulated trucks are both class-8 heavy-duty trucks Kenworth T800, each with a 36-ton full load [77].

Fuel consumption rate function. First, we obtain the grade of each road segment by querying the elevations provided by the Elevation Point Query Service [78]. We then use the ADVISOR simulator [79] to collect fuel consumption rate data for each road segment. Finally, we use the curve fitting toolbox in MATLAB to fit the fuel consumption rate function of speed by a 3-order polynomial function. The same polynomial fuel consumption model was also used in other literature of energy-efficient timely truck transportation; see, e.g., [60], [61], [66]–[69], [80].

Platooning fuel consumption. For the platooning problem, existing studies on path-only optimization usually assume that the fuel-saving ratio is constant [20], [27]. Studies on speed-only planning often assume the aerodynamic coefficient in the fuel consumption model is reduced at a constant rate [21], [22], [24]. In our simulation, similar to [20], [27], we assume a speed-independent average fuel saving rate for the two trucks, denoted as $\eta$ in Eq. (2). This is based on the understanding that (i) the fuel saving rates for the leading and trailing vehicle can be different and we are working with their average and (ii) existing studies, e.g., [81], show that the impact of speed on platooning fuel saving rate is minor. Further, our algorithm is applicable without any change as long as the platooning fuel consumption function is convex over the speed on each edge. We use $\eta = 0.1$ in simulations.

Origin-destination pairs. There are few platooning traces available in the public domain. We thus generate synthetic platooning instances from real-world statistics as follows. We first obtain the real-world freight flow statistics in the US, from Freight Analysis Framework (FAF) [82]. For each origin or destination of the recorded freight flow in FAF, we find the closest highway node and manually set this node as the representative truck origin or destination in our simulation. We then randomly sample the first truck origin-destination $(s_1, d_1)$ by the freight weight from the origin to the destination. We then calculate the shortest path’s distance $l_1$ from $s_1$ to $d_1$. We set a radius lower bound ratio $\gamma_1$ and a radius upper bound ratio $\gamma_u$. We then set the radius lower bound $r_l = l_1 \gamma_1$ and the radius upper bound $r_u = l_1 \gamma_u$. We then sample $s_2$ ($d_2$ resp.) from the nodes with distance between $r_l$ to $r_u$ from the $s_1$ ($d_1$ resp.), uniformly at random. We set $\gamma_1 = 0.1$ and $\gamma_u = 0.5$. In our simulation, the average distances from $s_1$ to $s_2$ and from $d_1$ to $d_2$ are 195 miles and 188 miles, respectively.

A. Two Platooning Baselines

We compare the performance of our dual-subgradient algorithm to two baseline methods.

- Path planning with platooning (P-Platooning). The first one is based on path planning with the speed of trucks on each edge fixed [20], [27]. The platooning optimization can be formulated as an integer linear programming problem (ILP) and solved by the state-of-the-art solver Gurobi. Specific to our setting, we implement the P-Platooning baseline by setting the speed as the fastest speed and then optimizing the driving paths with platooning consideration.

- Speed planning with platooning (S-Platooning). The second one is based on speed planning. Similar to [21], [22], [24], we assume the two trucks travel on their shortest paths. We consider the two trucks may platoon over the overlapping road segments of the two shortest paths. We then optimize speed planning with platooning in consideration subject to deadline constraints, by fixing paths in our formulation in Eq. (5) and using Gurobi to solve the revised problem.

We use the largest dual function value obtained from our dual subgradient algorithm as a non-trivial lower bound to estimate the minimum fuel consumption for evaluating optimality loss.

B. Performance Comparison to Platooning Baselines

Intuitively, by jointly exploiting the design space of path planning, speed planning, and platooning configuration, we can achieve better performance than only optimizing the path planning or the speed planning. We sample the second origin-destination pair within 0.1–0.5 times the shortest path distance of the first distance pair. We define the platooning ratio as the average fraction of platooning in driving distance, and the Shortest Path Overlapping Ratio (S.P.O.R.) as the ratio between the length of overlapping road segments in shortest paths and the total length of two trucks’ shortest paths. We then group the results according to the range of the overlapping ratio.

We also introduce a new evaluating metric platooning fuel saving achieving ratio $P$ defined as the ratio between $\text{OPT(Path, Speed)}$ and $\text{Fuel(Platoon Solution)}$ and $\text{OPT(Path, Speed)} - \text{OPT(Path, Speed, Platoon)}$. $\text{OPT(Path, Speed)}$ is the optimal fuel cost of path planning and speed planning without platooning. $\text{Fuel(Platoon Solution)}$ is the fuel cost of the platoon solution to be evaluated and $\text{OPT(Path, Speed, Platoon)}$ is the optimal fuel cost of path planning and speed planning with platooning. We obtain estimates of the optimal values by using the largest dual value obtained from the dual subgradient algorithm.

We simulate 1,495 instances in total. Simulation results in Tab. II show that on average, our solution saves 24% (resp. 3%) fuel compared to the P-Platooning (resp. S-Platooning) baselines. We observe that, empirically, our solution’s fuel consumption is within less than 0.8% to the lower bound of minimum. The optimality loss of our solution is thus minor. Furthermore, Fig. 3 shows that when Shortest Path Overlapping Ratio is small, the achieving ratio of S-Platooning is minor or even negative. In contrast, our solution always achieve a high ratio close to one. This result shows that our solution achieves almost the maximum fuel saving offered by platooning.

C. The Benefits of Departure Coordination

In this experiment, we compare the solution with departure coordination to that without departure coordination. Similar to
TABLE II: Fuel saving performance of various platooning solutions, under different shortest path overlapping ratios.

<table>
<thead>
<tr>
<th>Shortest path overlapping ratio</th>
<th>(0.0, 0.2)</th>
<th>(0.2, 0.4)</th>
<th>(0.4, 0.6)</th>
<th>(0.6, 0.8)</th>
<th>(0.8, 1.0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-Platooning platooning ratio (%)</td>
<td>45.3</td>
<td>56.6</td>
<td>63.8</td>
<td>76.0</td>
<td>85.2</td>
</tr>
<tr>
<td>S-Platooning platooning ratio (%)</td>
<td>3.3</td>
<td>29.6</td>
<td>50.2</td>
<td>69.7</td>
<td>84.7</td>
</tr>
<tr>
<td>Our Solution platooning ratio (%)</td>
<td>43.9</td>
<td>56.8</td>
<td>63.4</td>
<td>75.4</td>
<td>85.2</td>
</tr>
<tr>
<td>Fuel Saving compared to P-Platooning (%)</td>
<td>22.4</td>
<td>22.8</td>
<td>28.2</td>
<td>25.3</td>
<td>20.2</td>
</tr>
<tr>
<td>Fuel Saving compared to S-Platooning (%)</td>
<td>4.3</td>
<td>2.6</td>
<td>1.2</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>Upper bound of our solution’s optimality gap (%)</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Fig. 3: Platooning fuel saving achieving ratio with different Shortest Path Overlapping Ratio. The achieving ratio of S-Platooning decreases to negative, as the overlapping ratio decreases. In contrast, our solution attains an achieving ratio close to one consistently.

the opportunistic driving idea proposed in [80], allowing trucks to wait at the origins can create more favorable platooning opportunity at a later time and thus benefit fuel saving. This improves the fuel economy as long as the two trucks can still catch their deadlines. To obtain the solution without departure coordination, we require the two trucks to arrive at the merging point exactly the same time, i.e., $T_{1s} + \sum_{e \in E} t_{1e} = T_{2s} + \sum_{e \in E} t_{2e}$, and the other constraints are the same as in Eq. (7). As for the solution with opportunistic driving, we do not require arrival at the merging point exactly the same time. We use similar dual-based procedures to optimize the path and speed planning for the case without departure coordination.

Simulation results show that, with departure coordination, we save 5% more fuel as compared to the case without departure coordination. We also observe that about 25% of the instances that are feasible with departure coordination become infeasible without departure coordination. Fig. 4 shows that the normalized fuel cost with departure coordination is significantly lower and decreases faster than that without departure coordination. Meanwhile, we define the waiting time ratio as the ratio of waiting time to the total trip time for the truck that performs departure coordination to measure the extent of departure coordination. As shown in Fig. 4, the waiting time ratio increases as the delay factor increases. This set of results highlight that as the deadline increases, the time schedule is more flexible for the trucks to form a favorable platoon for fuel saving, and departure coordination is effective in capitalizing the fuel-saving potential.

D. Impact of Deadline

We now investigate the impact of deadlines. We define delay factor $\beta$ to be the ratio between Deadline and Fastest Path’s Time Cost. We fix the radius ratio lower bound to be $\gamma_l = 0.1$ and the radius ratio upper bound to be $\gamma_u = 0.5$. Fig. 5 gives the fuel-saving performance of different algorithms as the delay factor varies. It can be seen that our solution saves a significant amount of fuel as compared to other solutions. It can also be seen that as the delay factor increases, the fuel-saving contributed by speed planning becomes larger. This matches our intuition that a larger delay factor allows a bigger design space and thus larger fuel-saving potential for speed planning. From Tab. III, we also observe that as the delay factor increases, fuel-saving increases significantly but the ratio of platooning time to total driving time does not increase much. It implies that the increased fuel saving is mainly contributed by speed planning.

We also compare our solution’s performance to S-Platooning in terms of achieving platooning fuel saving potential, we also compare different solutions’ approximated platooning fuel saving achieving ratio as shown in Fig. 6. We observe that S-Platooning’s achieving ratio is rather low, sometimes even negative, indicating that the solution is worse than the baseline without platooning. In contrast, our solution always achieve fuel saving ratio close to 1.
Fig. 5: The average fuel cost normalized by the fuel cost of fastest path solution of different algorithms with different delay factor. It is again verified that our solution is very close to optimal solution.

TABLE III: Comparison of different solutions’ fuel saving percentage with different delay factors. The row “Platooning” denotes the Platooning Time Percentage of our solution. It can be seen that there is a significant fraction of platooning time (more than 20%), which shows that platooning indeed contributes to fuel saving.

<table>
<thead>
<tr>
<th>Delay Factor</th>
<th>1.3</th>
<th>1.5</th>
<th>1.7</th>
<th>1.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-Platooning (%)</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
</tr>
<tr>
<td>S-Platooning (%)</td>
<td>17.9</td>
<td>22.7</td>
<td>25.0</td>
<td>25.9</td>
</tr>
<tr>
<td>Our solution (%)</td>
<td>20.5</td>
<td>25.0</td>
<td>27.2</td>
<td>28.0</td>
</tr>
<tr>
<td>Platooning (%)</td>
<td>35.5</td>
<td>37.3</td>
<td>38.1</td>
<td>37.8</td>
</tr>
</tbody>
</table>

V. DISCUSSION

A. Computation time

We run all the instances (about 1500 in total) on a server cluster with 42 pieces of 2.4 GHz – 3.4 GHz Intel/AMD processors, each equipped with 16GB – 96 GB memory. The total solving time is about 6 hours, less than 15 seconds for one instance even by the most conservative estimate. On a personal computer with Intel(R) Core(TM) i7-10610U processor and 16 GB RAM, it takes 10-20 minutes to solve one instance.

In Sec. III-C we analyze the time complexity of our proposed algorithm, which is $O((N + M)^{2.5} / \epsilon^2)$ where $N$ is the number of nodes and $M$ is the number of edges in the graph. In simulation, we observe that a large fraction of the computation time is used in obtaining the dual value by solving the relaxed problem in line 4 of Alg. 1 which contains two parts. The first is solving a convex optimization problem for each edge. The second is a linear programming with variable dimension proportional to the sum of number of nodes and number of edges. Thus the computation time depends heavily on the size of the graph. As such, one way to reduce the computation time is to prune the nodes and edges that are far away from the origins and destinations of the trucks, which are unlikely to appear in the optimal or near-optimal solution.

Fig. 6: Platooning fuel saving achieving ratio under different delay factors. Our solution consistently achieves a ratio close to one, while S-platooning perform badly, even worse than the baseline without platooning.

B. Perfect and imperfect knowledge of traffic conditions

As the first step to optimize fuel consumption for two-truck platooning under individual deadline constraints, we solve the fuel minimization problem under the setting where traffic conditions are static and known. The obtained solution is feasible and close to optimal when the static traffic condition can be accurately estimated. They can also serve as benchmarks for existing or future two-truck platooning solutions with imperfect static traffic information.

Meanwhile, the real-world traffic conditions can also be time-varying. The current formulation does not consider such variable traffic conditions. A viable workaround is to recompute the solution periodically, e.g., once every hour, using the latest traffic information. It is also conceivable to employ the phase-based traffic model in [80] to incorporate variable traffic conditions into our formulation. The obtained results can be benchmarks for evaluating two-truck platooning solutions with imperfect time-varying traffic information.

VI. CONCLUSION AND FUTURE WORK

This paper studies the two-truck platooning problem to minimize the total fuel consumption while meeting individual deadlines by jointly optimizing path planning, speed planning, and platooning configuration. We show that any feasible two-truck platooning problem has an optimal solution in which the two trucks platoon only once. With this understanding, we develop a new formulation and show that the two-truck platooning problem is only weakly NP-hard and admits an FPTAS. This contrasts with the general multi-truck platooning problem, which is known to be APX-hard and thus repels any FPTAS. We further design a dual-subgradient algorithm for solving large-/national- scale problem instances. It is an iterative algorithm that always converges. Each iteration involves solving a non-trivial integer linear problem optimally, which we prove incurs only polynomial time complexity. We characterize a sufficient condition under which the algorithm generates an optimal solution. We characterize a posterior
bound on the optimality gap when the condition is not met. We use the real-world traces over the US national highway system to demonstrate the performance of our algorithm. As compared to the path-/speed- only baselines adapted from state-of-the-art schemes, our algorithm achieves up to 24% fuel saving (from path, speed planning and platooning), with an average optimality gap no larger than 0.8%. The results demonstrate the effectiveness of our approach. It is an interesting direction to investigate how the approach in this paper can be extended to the general k-truck platooning settings, by for example dividing the k trucks into multiple groups of two and separately applying the approach to each group for fuel consumption minimization.
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